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Abstract

The primary purpose of the present paper is to introduce a soft approach for solving mixed
optimizations models wherein discrete and continuous variables are included.

We advocate in recent years a soft approach for solving complicated optimization models, this
paper follows this approach to suggest a method for solving general mixed optimization models.
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1 Introduction

In modeling real optimization problems, continuous and discrete variables are usually necessary in the
model, such a model is called a mixed optimization model.

It is known that mixed optimization models are hard to solve except certain special cases, how to
solve a mixed model without special structures has been a challenging problem.

In recent years, we are advocating a soft approach for solving complicated optimization models, see
Xu(2003), Xu and Ng(2006) for details about the soft approach. This paper will employ this approach
to solve mixed optimization models.

We use the following formulation for general mixed optimization models,
min J(z,y): (v,y) € ZC X xY (1.1)

where © = (1, ,xn,) € R™ is a vector of continuous variables, y = (y1,- - ,yn,) € R is a vector
of discrete variables, while J(x,y) is an objective function and Z is a set of feasible solutions.

X and Y are called the domains of  and y, respectively. Let the domain of zj be Xj = [aj, bj] C R?,
the domain of yj be Yj = {cj1,--- , ¢j ki }, then the domain x and y can be expressed as X = szllXj
and Y = H}Zle.

The feasible set Z is usually formed by a set of equality and inequality constraints as follows,
Z = {(l’,y) € X x Y’gj(xvy) < O7hk<$7y) = 07.7 = 17 ,TTL]_,]{Z = 17 7m2} (12)

The contents of this paper are arranged as follows: Section 2 introduces the soft approach for

solving complicated optimization models and a two-stage process for implementing the soft approach.



Section 3 gives an algorithm for solving mixed optimization models, Section 4 concludes this paper

and presents issues for further study.

2 An introduction to the soft approach

This section will first introduces the ideas in the soft resolution approach and a two-stage process for

implementing it.

2.1 ldeas in the soft approach

The soft approach softens the goal in ”solving” an optimization model. Among several goal softening
methods, we use the one suggested in ordinal optimization, which was proposed for solving complicated
stochastic optimization models, refer to Lau, Ho(1997) for details on ordinal optimization.

This goal softening method softens the goal of solving an optimization model in two dimensions:

1. Instead of looking for an optimal solution, it seeks a good enough solution.

To define a good enough solution, we don’t use the cardinal performance but the order of a
solution in the feasible set. For instance, the top k% solutions may be taken as good enough

solutions, where k is set by the requirements in solving a model.

2. Instead of requiring the solution to be an optimal solution for sure, it accepts a solution if it is

high likely to be a good enough solution.

When the probability with which an alternative is a good enough solution is larger than some

value, say 95%, this alternative can be taken as a solution.

In other words, the soft approach agrees that a model is ““ solved ”7f an alternative which is high
likely a good enough solution is obtained.

The notions of good enough and high probability are set by the requirements in solving a model. To
focus on the main issues, let’s take the top 1% solutions as good enough, and 95% as high probability.
Therefore, when a solution is founded to be in the top 1% with a probability bigger than 95%, the
model is solved.

The good enough solutions usually form a subset of Z, seeking any point of a set is much easier
than seeking exactly one point, it is easy to understand that ”solving” an optimization model under
the soft approach should be easier. In addition, the soft approach allows failure, i.e., we do not require
the solution found to be a good enough solution for sure, it is reasonable to believe that a large class

of models are expected to be solvable under the soft approach.

2.2 A two-stage process

We suggest to implement the soft approach in the following two stages.



e Stage 1: Sample the feasible set Z to generate a finite subset S.

As for the sample set S, we require the probability with which S contains at least one good
enough solution to be high. Let G C Z be a set of good enough solutions, say the top 1%

solutions, we require the following condition to be satisfied:

p{|SNG|>1} > q% (2.1)

Consequently, the best alternative in S will be a good enough solution with a probability not

smaller than ¢%.

e Stage 2: Select the best alternative z* from the sample set S.

Then z* is the solution we are looking for.

This two-stage process is illustrated in Figure 1.
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Figure 1: A two-stage process

Since S is a finite set, there is no conceptual difficulty in Stage 2. However, Stage 2 will be time
consuming if S is too big. Fortunately, we will show below that a small sample set is enough to satisfy
condition (2.1), no need to generate a big sample set, so Stage 2 will not take much computation time.

Suppose that we generate S by uniformly taking 1000 samples from Z, then the probability that
none of the good enough solutions is included in S is p = (1—-1%)1°%° < 0.1%, consequently, p{|SNG| >
1} =1—p>99.9%. That is, a sample set with 1000 uniform samples can satisfy (2.1).

In other words, if we generate 1000 uniform samples from Z in Stage 1, and choose the best sample
in Stage 2, then the best sample is one of the top 1% solutions with a probability not smaller than
99%, so the model is solved.

2.3 Features of the soft approach

From the two-stage process, we can easily see that the soft approach has the following two distinguished

features.

¢ No assumption about the objective function is needed.



The objective function is used only in Stage 2. Since S is a finite and small set, we can evaluate

all samples in S to get the best one, so no assumption about the objective function is needed.
e Time for solving a model is controllable.

We can estimate the computation time needed for solving an optimization model given the re-
quirements in solving the model, and quantify the quality of the solution obtained within a given time
limit.

Let t1 be the time for taking one feasible sample, and t» be the time for evaluating one sample,

then the time for solving a model, denoted by T, is equal to
T =|S|(t1 + t2) (2.2)

where |S| is the number of samples taken in Stage 1, which should be determined by the requirements
in solving an optimization model and the sampling method used in Stage 1.

Suppose it is required that the solution should be one of the top k% alternatives with a probability
not smaller than ¢%, and uniform sampling is used in Stage 1, then |S| can be obtained by solving

the following equation.
p{ISNG|>1 =1—-(1—k%)S! = ¢% (2.3)

T is known by substituting |S| into (2.2). So we can estimate the time needed for solving a model
when requirements of solving a model are given.
On the other hand, we can quantify the quality of the solution obtained given a time limit for
solving a model.
Let Tp be the time limit given, then the number of samples we can take in Stage 1 is
To
- t1+ 12

5] (2.4)

When Stage 1 takes samples with some uniform sampling method, substituting (2.4) into the

following equation
p{ISNG|>1}=1-(1—k%)!S! (2.5)

we can know the probability with which the solution is one of the top k% solutions.
Hence the soft approach not only gives a solution within a give time limit, but also tells the quality

of the solution obtained.

3 An algorithm for solving mixed programming

This section presents an algorithm for solving mixed programming following the two-stage process.
To complete Stage 1, we need to decide the number of necessary samples and a method for taking

these samples.



Suppose that the requirement for solving a model is: seeking one of the top k% solutions with a

probability not small then ¢%. Then the sample set S need to satisfy the following condition
p{ISNG| =1} = g% (3.1)

Suppose that no information is available about the distribution of top k% solutions, and Stage 1
uses some uniform sampling method. Then the minimal number of necessary samples is determined

by solving the following equation with |S| as the variable:
1—(1— k%S = ¢% (3.2)

In order not to impose any restriction on our method, we suggest to use rejection method for
uniformly sampling a set described by (1.2).

The rejection method takes samples from X X Y uniformly and accepts samples if they are also in
Z and reject otherwise. Because taking uniform samples from the domain is not difficult, the rejection
method applies to sampling any a bounded set.

To take a uniform sample from Xj, we generate a number 6 uniformly in [0, 1], and let a:[: = 0(bi—ai),
then x(: is a uniform sample in Xj. After generating one uniform sample for each component of z, a
uniform sample of X is obtained.

To take a uniform point from Yj, we first divide segment [0,1] into kj equal parts, length of each
part is % And then we generate a number § uniformly in [0, 1], and choose one point from Yj in the
following way,

t—1 t

3/; =cjt,ifB € <k_j’ k’_j] (3-3)

Figure 2: Uniform sampling of Yj

As shown in Figure 2, when (3 is generated uniformly over [0,1], yj0 picked according to (3.3) is a
uniform sample of Yj. We can get a uniform sample of Y when one uniform sample for each component
of y is picked this way.

To check if a picked sample is a feasible solution, we need only to check if all constraints are
satisfied, which is easy to do. This algorithm will generate uniform samples of Z, because it does not

pick any a point in X x Y more likely than other points.



Figure 3 shows a simple case of Z with one discrete variable x and one continuous variable y. X =
[a,b],Y = {c1,c2,--- ,c5}. The feasible set is consisted by the four segments within the polyhedron
ABCDEF.

When uniformly sampling Z with the rejection method, all points in the five segments P1Q1,
P>Q2, P3Q3, P4Q4 and Ps@s may be picked, but only these points within the polyhedron ABCDEF,
indicated by back circles in Figure 3, will be kept, other points, indicated by white circles in Figure
3, will be rejected.

Figure 3: Uniform sampling: 2-dimension case

When necessary samples are obtained using the above sampling algorithm, we get the best alterna-
tive by evaluating all samples in S, leading to one alternative which meets the requirements in solving
the model.

Remark 1 The rejection method applies to sampling any a bounded set uniformly, the drawback is
its efficiency. When the feasible set Z is a small part of the domain X X Y, a lot of points will be
rejected before getting a feasible point, so its efficiency will be very low.

To uniformly sampling a set, there proposed several methods in the literature, see Rubinstein(1982),

and Smith(1984) for details.

We will illustrate the above algorithm with an example.

Example Solve the following mixed optimization model with the soft method,

X2 sin(10ma1) + x2sin(207 ;)
1+ w1+ 2y2 + 3y3

Min J = (y1y2 + 2423 + 3y1y3) (3.4)
where the feasible set is given by

Z = {(mlaxZayl’y27y3)|m1 +x2 < 1’yl +y2 +ys3 < 2}7



and zj € [0,1],y; € {0.01,0.02,---,0.99,1},i =1,2,5 =1,2,3.
We solve this model with the soft method ten times, 10,000 uniform samples are taken in each

time, the solutions produced are summarized in Table 1 below.

No| =1 | o Y1 Y2 Y3 J

1 0.16 | 0.82 | 1.00 | 0.07 | 0.75 | -1.01
2 0.14 )1 0.850.69 | 0.26 | 0.94 | -1.02
3 0.15]10.84 | 0.89 | 0.27 | 0.77 | -1.16
4 0.15] 0.78 { 0.98 | 0.13 | 0.81 | -1.08
5 0141081086 | 0.15 | 0.94 | -1.04
6 0.15]1 0.82 | 0.75 | 0.66 | 0.59 | -1.04
7 0.15]0.84 (099 | 0.01 | 0.91 | -1.15
8 0.15]0.84 | 0.88 | 0.23 | 0.76 | -1.10
9 0.15] 0.850.79 | 0.21 | 0.79 | -1.06
10 | 0.15 (1 0.84 | 0.83 | 0.10 | 0.90 | -1.06

Table 1: Results of ten computing experiments

The best result in the ten experiment is J = —1.16, which is produced in the third experiment.

We plot the values of the objective function in these experiment in Figure 4.

As shown in Figure 4, all results are different, but theoretically they all are highly likely within
the top 1%.

4 Conclusions

This paper proposed a soft method for solving mixed optimization models, the proposed method does
not impose any assumptions on the models hence can be applied to solving various mixed optimization
models.

Although the proposed method does not lead to an optimal solution, the quality of the result
produced can be quantified, which differs essentially from stochastic and heuristic methods.

Further research can be conducted in the following directions:

(1) Efficient sampling methods. The rejection method applies to sampling any bounded sets, but
its efficiency may be low, designing more efficient sampling methods is the key for getting a better
result.

(2) Biased sampling methods. When there is some information about the distribution of good
enough solutions, concentrating on the areas with a high density of good enough solutions in sam-
pling will produce better results than uniform sampling, how to design such sampling methods is an

interesting issue.
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Figure 4: Results of ten computing experiments
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